The Matrix Representation of a Linear Transformation

Def. Let V be a finite dimensional vector space. An ordered basis for V is a basis for VV
with a specific order.

Ex. InR3 let B = {e;, e,,e3} wheree; =< 1,0,0 >, e, =< 0,1,0 >,
es =< 0,0,1 >.

B is called the standard ordered basis for R3.
C = {e,, e, e3} is a different ordered basis for R3.
Even though B and C contain the same basis vectors, they appear in different

orders in each set.

As we will see shortly, when we express vectors in terms of a basis, the order of the
basis matters.

Just as ey, ,, ..., €, is the standard ordered basis for R”, {1, x,x?, ..., x™}is the
standard ordered basis for P, (IR).

Def. Let B = {v,, vy, ..., ,,} be an ordered basis for a finite dimensional vector space
V. Forv €V, letay, ..., a, be the unique real numbers such that
vV=a,v; + -+ a,v,.
we define the coordinate vector of v relative to B by
a,

[vlp =
an



Ex. B = {v,,v,,v3} = {e,,e,,e3}and B" = {w;,w,, w3} = {e,, e;, e5} are ordered bases
for R3 . The vector v =< 5,—3,2 > is given by:

< 5, _3,2 >= 531 - 382 + 283

= 51]1 - 3172 + 21)3.
5
Thus we have: [vlg = |-3 |
2

On the other hand:
< 5, _3,2 >= 581 - 382 + 283
= —3w; + 5w, + 2ws,.

-3
Which gives us:  [v]zr = [ 5‘ .
2

Ex. LetV =P,(R)and B = {v,,v,,v3} = {1,x,x2}, B’ = {w;, w,, w3} = {x?,x, 1}
ordered bases for V. Then

f(x) =3 — 4x + 5x? is represented by:

3
f(x) =3—4x+5x*>=3v;, —4v, + 5v; = [f]Bz[—éL].

5
f(x) =3 —4x+5x%=5w; — 4w, + 3w; = [f]Br=[—4].
3



Let V and W be finite dimensional vector spaces with ordered bases
B ={v,,..,v,}and C = {wy, ..., w,, } respectively.
Let T:V — W be linear.

Then for each j, 1 < j < n there exists a unique set of real numbers
a;; €ER, 1<1i<msuchthat

T(v]) :ale1+a2jW2+"'+aijm; 1 S]Sn.

Def. We call the m X n matrix A defined by

a1 0 Qin
A=|: ' :

Am1 " Amn

the matrix representation of T in the ordered bases B and C and write

A = [T]S.
IfV =W and B = C wewrite A = [T]B-

Notice that the j¢" column of A is simply [T(vj)]cz

A=[T)s =[T(wy) Ty Tyl



Ex. Let T: R? — R3 be the linear transformation defined by

T(< al, a2 >) =< a1 - 2a2, 0, 3a1 + zaz >.

Find the matrix represenation of T with repsect to the standard ordered basis
For R? and R3.

Soif V=R? and W =R3
V1 =< 1,0 > Wq =< 1,0,0 >
vz =< 0,1 > W, =<< 0,1,0 >

w; =< 0,0,1 >.
Thus B = {v;,v,}and C = {w;, w,, w3}.

T(v,)) =T(<1,0>)=<103>= w; +0w, +3w;
T(vz) == T(< 0,1 >) =<< _2,0,2 > = _2W1 + OWZ + 2W3.

Hence we have:

1 -2
[T15 = [T (v1) T(Vz)]=[0 0 ]
3 2

If we change the order of the basis in V = R? to {v,, v, } and call this new

ordered basis B’, then the matrix representation of T becomes:

-2 1
[T]g' =[T(vy) T(vy)]= [ 0 0].
2 3



If we let B be the basis for V = R? and let
C'={u,u,u3;}={<001><0,10><1,00 >} then

T(Ul) = T(< 1,0 >) =< 1,0,3 > = 3u1 + Ouz + Uy
T(vy, =T(<0,1>) =<-20,2>=2u; +0u, — 2us;.

So we get:

. 3 2
[T1 =[T(w) T(wy)]= [ 0 0].
1 =2

Ex. Let T: P;(IR) = P,(R) be the linear transformation defined by
T(p(x)) = p’'(x) + p(0). Let B and C be the standard ordered bases for
P;(R) and P,(R) respectively. Find the matrix representation of T.

The standard ordered basis for P;(R) is:

vv=1 v,=x, v3=x% v,=Xx".

The standard ordered basis for P,(R) is:

W = 1, Wy = X, W3 = Xz.

Tlwv))=TA)=1= 1(1)+ 0(x) + 0(x?)
T(v,) =T(x)=1= 1(1) +0(x) + 0(x?)
T(vy) =T(x?) = 2x = 0(1) + 2(x) + 0(x?)
T(v,) = T(x3) =3x% =0(1) + 0(x) + 3(x?).



Thus we have:

Ex. Let V = R? and W = R?, each with the standard ordered basis B (so C = B).
T:V->W by T(< ay,a, >) =< 4a, + 6a,, —4a, + 2a, >.
a. Find the matrix representation of T.

b. Suppose V has the standard ordered basis but W has the ordered basis

C'={w,w,} ={<1,1>, <3,—1>}. Find the matrix representation of T.

a. Since V and W both have the standard ordered basis we have:
U1 =<< 1,0 > Wy =<< 1,0 >

Uz =<< 0,1 > Wo =< 0,1 >.

T(v) =T(<1,0>)=<4,-4> T, =T(K01>)=<6,2>.

m-4 9

b. T(<1,0>)=<4,—-4> andT(< 0,1 >) =< 6,2 > with respect to the
standard ordered basis for both V and W. That is

<4 —4>=4de —4e,=4<1,0>—-4<01>
<6,2>=6e,+2¢,=6<1,0>+2<0,1>.

Now we need to express < 4,—4 > and < 6,2 > in terms of the new

basis vectors C' = {w;", w,'} ={< 1,1 >, <3,-1>}.



T(wy) =<4,—4>=aw;, +a,w,’ =a, <1,1>+a, <3,—-1>,
so we need to solve 4 =a, + 3a,
—4 = a; — a,.
Solving these simultaneous equations we get: a; = —2, a, = 2.
That is, we have:

T(wv) =<4,—-4>=-2<1,1>+2<3,—-1>= 2w + 2w,

Similarly,
T(vz) =< 6,2 >= a1W1’ + a2W2, = a1 < 1, 1 > +a2 < 3,—1 >,
so we need to solve: 6 =a; +3a,

2:a1 _az.

Solving these simultaneous equations we get: a; =3, a, = 1.
That is, we have:

T(v,) =<6,2>=3<1,1>41<3,-1>=3w; +w,".

So with respect to the ordered bases B = {v;,v,} = {< 1,0 >,< 0,1 >} for V and
C'={w;,w,'} ={<1,1>,<3,—1>}for W we have:

T(vy)) =<4,-4>=-2<1,1>+42<3,—-1>= 2w + 2w, .
Ty, =<6,2>= 3<1,1>+1<3,-1>= 3wy +w,'.

Thus T has the matrix representation:

5 =[5 3



Ex. AgainletV =R?and W =R?andT:V - W by

T(< aq, a, >) =< 4a1 + 6a2, _4‘a1 + 2a2 >.

a. Find the matrix representation of T if IV has the ordered basis

B'={v,,v,’} ={<2,1>,< —1,2 >}and W has the standard ordered basis B.

b. Find the matrix representation of T if I has the ordered basis
B'={v/,v,'} ={<2,1>,<—1,2 >}and W has the ordered basis

C'={w,w,}={<1,1>, <3,-1>}

a. So the ordered bases for V and W are given by:
vy =<2,1> w; =< 1,0 >
v, =<—-1,2> w, =< 0,1 >.

T(w,)=T(<21>)=<8+6,-8+2>=<14, —6 >= 14w, — 6w,
Tw,)=T(<-1,2>)=<-4+4+12,44+4>=<8,8>= 8w, + 8w,.

So the matrix representation of T is

[T15

B —

% ol



b. With respect to the standard ordered basis for W we have:
Tw,)=T(<21>)=<14, —-6>
T(v,) =T(<-1,2>) =<8,8>.

So we have to express < 14, —6 > and < 8,8 > with respect to the new ordered
basis for W given by C' = {w;",w,'} = {< 1,1 >, <3,—1 >}

<14, —-6>=aw; " +bw,'  =a<1,1>+b<3,-1>=<a+3b, a—b >

14 =a+3b
—6=a—>

20= 4bp = b=5 a=—-1. Sowe have:

T(wv,) =<14, -6 >= —<1,1>+5<3,-1>=—-w,;" + 5w,

<8 8>=aw; +bw, =a<1,1>+b<3,-1>=<a+3b,a—b>

8=a+3b
8=a-—0»>
0= 4bp = b=0, a=8. Sowe have:

T(v,’)) =<8, 8>= 8<1,1>=38w; + 0w,.

Thus the matrix representation of T is:

4 -1 8
g =1"c o)
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Ex. Define a linear transformation T: M,,(R) — P,(IR) with respect to the

standard ordered basis B = {[é 8] , 8 (1) , [(1) 8], [8 (1)]} for M,,,(R) and
C = {1,x,x?} for P,(R) by

([ Z )=(a+d)+@c—b)x+(a+2d)x%  Find[T]§.

O PR RO B

w; =1, w,=x, w3=x?2.

Te)=T([; o)) =1+x=wi+ws  T@)=<101>
(0 Ay ~
T(vz) —_— T(_O O_) = —X = _Wz,' T(vz) —< 0,—1,0 >C
oy = (10 OT) = 2x — 2. _
(v3) =T (_1 0_) = 2x = 2wy; T(vs) =< 0,2,0 >,
T(vy) = T(g (1)) =1+ 2x%=wy + 2ws; T(v,) =<1,0,2 >,

[T]g:[T(vl) T(vy) T(ws) T(v,)]

1 0 0 1
=[O -1 2 0].
1 0 0 2
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Def. LetT,U:V — W be arbitrary functions, where IV and W are vector spaces. Define
(T+U):V->Whby (T+U)(v)=Tw)+U()forallveV and

(aT):V - W by (aT)(v) = aT(v) forallveV.

Theorem: Let V and W be vector spacesand T, U:V — W be linear.
a. Foralla € R, aT + U is linear.
b. The collection of all linear transformations from V to W is a vector

space.

Proof: a. Letu,v €V andc € R.Then
(aT + U)(cu +v) = aT(cu + v) + U(cu + v)
= al[cT(u) + T(w)] + cU(u) + U(v)
= claT(uw) + U(w)] + aT(v) + U(v)
=c(aT + U)(u) + (aT + U)(v).
So aT + U is linear.

b. Notice that Ty (v) = 0 is the zero vector in the collection of linear transformations
fromVitoW.

By part a, this collection is closed under addition and scalar multiplication.

It’s straight forward to verify that the vector space axioms hold.
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Def. Let V and W be vector spaces. We denote the vector space of all linear
transformations from V to W by L(V,W). If W =V then we write L(V).

Theorem: Let V and W be finite dimensional vector spaces with orderd bases B and C.
LetT,U:V — W be alinear transformation. Then

a. [T +Ulg = [T]5 + [Ul3
b. [aT]s = a[T]§ foralla € R.

Proof:a. LetB = {v,...,v,}and C = {wy, ..., w,, } be ordered bases for V and W
repsectively. Forl <j<n:

T(v]) = aljwl + aszZ + -4 aijm

Hence:
and ([T 4+ Ul3);; = a;; + b = ([T13)i; + ([U13);;.

b. follows in similar fashion.



Ex. Let T:R? - R3 and U:R? — R3 be linear transformations defined by
T(< a, a, >) =< Zal —dy, Ay, Ay — 3a1 > and
U(< aq, a, >) =< aq + a,, 2a2, 3a1 - 2a2 >,

Let B and C be the standard ordered bases for R? and R3 respectively. Then

T(v)) =T(<1,0>)=<20,-3>; Uwv)=U(10>)=<103>

T(vy, =T(<0,1>) =<-1,1,1>; Ulv, =U(<01>)=<12,-2>
2 —1 1 1
[T14 =[ 0 1 ] [U]§ = [o 2 ]
-3 1 3 =2

Notice that (T + U)(< a,a, >) =< 3(11, 3(12, —dad, >

3 0 2 —-1711 1
= [T+U],§=[O 3(=|0 1 Ho 2 | =Tl +[Ul5
0 —1 -3 1113 -2
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