Eigenvalues and Eigenvectors

Calculations involving matrices can become quite messy. For example, if we need
to calculate powers of an n X n matrix A, this can be cumbersome. However, if
we can find a basis for which A is a diagonal matrix (ie A;; = 0 if i # j ) then

caclulations become easier.

Def. A linear operator T (ie a linear transformation mapping V — V) on a finite
dimensional vector space V is called diagonalizable if there is an ordered basis B
of V such that [T]p is a diagonal matrix. A square matrix is called diagonalizable if
L, is diagonalizable.

Notice that if B = {v,, ..., 1, } is an ordered basis for V for which T:V —= V is
diagonalizable then if A = [T]z and v; € B we have

T(Uj) = Z?:l Aijvi = A]]U] = A]'U] , Where /1] = A”

Conversely, if B = {v,, ..., 1, } is an ordered basis for IV such that
T(vj) = /1]-17]- , for Aj € R then

A, 0 0 01
0 A 0 - 0
Tl =|0 0 A, - 0]
0 0 0 =~
0 0 O A

Def. Let T be a linear operator on a vector space I/. A nonzero vectorv € V is
called an eigenvector of T if there exists a A € R such that T(v) = Av. Ais called
the eigenvalue of T corresponding to v.



So alinear operator T: V — V, V afinite dimensional vector space, is
diagonalizable if and only if there exists an ordered basis B = {v, ..., v,} for V of
eigenvectors of T.

Ex. LetA = Ll} 3], v = [_ﬂ, and v, = [i] Show that v; and v, are

eigenvectors of A.
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So —2 is the eigenvalue corresponding to the eigenvector v,
and 5 is the eigenvalue corresponding to the eigenvector v,.

Thus with respect to the basis B’ = {< 1,—-1 >, < 3,4 >} we have

A=[_(2)

Notice that if we had used the change of basis formula, P~1AP, for changing the
basis for A from the standard basis {< 1,0 >,< 0,1 >} to
B'={<1,-1>,< 3,4 >} we would get

pel Y = preglt A=t ) e

poar =2t 0 3L 3

=30 T 2l =30 ssl=16 sl



So given a matrix A representing a linear transformation from a finite
dimensional vector space V into itself, how do we find its eigenvalues and
eigenvectors? In other words, we want to find the numbers A € R and vectors
veV, v+#0,suchthat:

Av= v
or equivalently:
(A — A)v=0.

This last equation says the vector v is a non-zero vector that is in the Null Space of
the matrix A — AI, i.e. v € N(A — Al). Recall that N(A — AlI) is a subspace of V
and it’s called the Eigenspace corresponding to the Eigenvalue A. Since the Null
Space of a matrix is a subspace of I/, the eigenspace corresponding to the
eigenvalue A is a subspace of V.

(A — ADv=0 has a non-zero solution v if and only if A — Al is singular (ie, not
invertible) since N(A — AI) # {0} (so A — Al is not 1-1) or equivalently, if

det(A — AI) = 0. If dim(V) = nthen p( 1) = det(4 — Al) is an n'"* degree
polynomial in A. The polynomial p( 1) is called the characteristic polynomial of A.

To find the eigenvalues and eigenvectors of an n X n matrix:

1. Calculate p( A1) = det(4 — AI)= characteristic polynomial, an nt* degree
polynomial in A.

2. Find the roots of det(A — AI) = 0. The n roots (some of which could be
complex numbers or multiple roots) are the eigenvalues of A.

3. For each eigenvalue 4, solve the linear equations given by:
(A— ADv=0. (i.e.find the Null Space of A — AI)
That will give all of the eigenvectors v, associated with A. This is called the
eigenspace corresponding to the eigenvalue A.



Ex. Find the eigenvalues and the corresponding eigenvectors/eigenspaces for:
A = [3 2]
3 =2F
1. Calculate p(A) =det(4 — Al)
. 3 21 _,M1 O
= det [[3 —2] A [o 1]]

= detlfy 5]-[y 3

3—1 2
=det[ 3 _2_/1]
=B-1D)(-2-21)-6

=—6-31+214+12-6

p(A) =12 —1—12

2. Find the roots of det(4 — AI) = 0.

2—1-12=0
A1—-4)A+3)=0
A=4or-—3.

So 4 and -3 are the eigenvalues of A.



3. To find the Eigenspace for each eigenvalue A, solve the linear equations
given by:
(A — ADv=0.

A =4 A—/111=A—4I=:3 2_—4[1 0]

3 =2 0 1
_[3 21 [4 0
3 =2 0 4
- [3;4 —22— 4]
A—4] = [_?1) _2].
Now find the Null Space of [_; —26] That is,

find all vectors v =< a4, a, > such that [_é _é] [Zﬂ = [8] :

We can solve this system of linear equations using row operations:

5 == == "ol

a, is a free variable and a; — 2a, = 0, ora, = 2a,.



So the solutions look like: < 2a,a > = a < 2,1 >, where «a is any real
number. Thus any vector of the form a < 2,1 > is an eigenvector of A
associated with A; = 4. Therefore, the eigenspace is all vectors of the form
a < 2,1 >, where «a is any real number.

Let’s show as an example that if we choose a real number a, say a = 2, that
v =2<2,1>=<4,2 > satisfies the equation:

Av = 4v, or equivalently: (4 —4)v = 0.
w=[3 =13 (a-anv=["3 ][]
4v=4<42>=<168> =[8]

So Av = 4v,whenv =< 4,2 >. So(A —4)v = 0,whenv =< 4,2 >.

10]

—+3[0 ;

AR

3 =2
=[3+3 2 ]
3 —2+3

_[6 2

A+ 3] = 3 1

Now find the Null Space of [g ﬂ That is,

find all vectors v =< a4, a, > such that [g i [Z;] = [8] :



We can solve this system of linear equations with row operations:

1
[6 2|O] 6 2|0] 1 §0
3 110 Rz—%R1—’R2 0 010 %R1—>R1 0 0 0
a, is a free variable and a; + %az =0, or a; = —gaz.

. 1 1 .
So solutions are: < —ga,a S>S=a < —5,1 >, where a is any real

number.

1 . .
Thus any vector of the forma < — 3 1 >, where a is any real number, is an

eigenvector of A associated with 1, = —3.

. . 1
Therefore, the eigenspace is all vectors of the form a < _E’l >,

where «a is any real number.

So with respect to the basis {<2,1 >,<—§,1 >} the linear

transformation repsented by A becomes

o sl



Not every linear operator/(n X n) matrix is diagonizable.

Ex. Show that 4 = [(1) ﬂ is not diagonalizable.

A is diagonalizable if and only if there are eigenvectors v, w that span R?
(and thus form a basis for R?). Let’s see what happens when we try to find
the eigenvalues and eigenvectors of A.

det(4— D =det[' T4 1 ]=0

(1-1)?=0 = SoA=1lisadouble root.

01]

For A = 1 we have: A—/U=A—I=[O ol

To find the eigenvectors we need to find the null space of [8 (1)]
o ollal = o]
0 a;
= a, = 0and a4 is any real number.

Thus the null space of A — I is the set of vectors of the form
<a0>=a<10>inR%

So the eigenspace of A corresponding to the only eigenvalue A =1
Is spanned by the vector < 1,0 >. Thus the eigenvectors of A don’t

span R? and thus 4 is not diagonalizable.



Ex. Suppose that T: P,(R) — P,(R) is a linear transformation given by:
T(ag+ a;x + ayx?) = (2ay — 3a, + a,) + (ag — 2a; + ay)x + (ay — 3a, + 2a,)x>.
Find the eigenvalues and corresponding eigenspaces of T.

First we need to find a matrix representation of T and then we can apply
our 3 step process to find the eigenvalues and eigenspaces.

Let B = {1, x, x*} be the standard basis for P, (R).
T()=24+x+x2=<2,11>4

T(x) =—-3—2x—3x?=<-3,-2,-3>;

T(x?) =14+x+2x? =< 1,1,2 >;.

Thus we have:

2 -3 1
A=|[T]g = [1 —2 1].
1 -3 2

1. Calculate p( A1) =det(4A — Al)
2— A -3 1
1 -2 -1 1 ]
1 -3 2— A

= det

R I B | | IS

=Q2-MD[(2-V2-D+3]-[-3C2-D+3]+[-3-(-2-1)]
=Q2-DA*-4+3)—-(—6+321+3)+(-3+2+ 1)

-2 -1)-GB1l-3)+@A-1)
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—2-DA2—-1)—21+2
=2-DA-DA+1D) -2(1-1)
=A-D[E-DA+1)-2]

= A= 1)(=22+2)

=A-DD(A+1)

=—(1—=1)2(1); Sowe have:

p(A) =-A-1D*A).

. Find the roots of det(4 — AI) = 0.

p(1) =—(—1)%2(1) =0; So the roots are:

A=0,1; whereA = 1isadoubleroot.
So 0 and 1 are the eigenvalues of A.

. To find the eigenspace for each eigenvalue 4, solve the linear equations
given by:

(A — D=0,
2 -3 1
1 -3 2

2 -3 1
Now find the Null Spaceof |1 —2 1].
1 -3 2
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-3 1

That is, find all vectors v =< a4, a,, a; > such that [ —2 1] [ ] = [0]
-3 2

Now we solve using row operations:

-3 1|0 —3 210
-2 1{0f—> 1{0
—-3 210 110

1 =3 210
R—2R—>R1_2 10
S l0 3 =310l
1 -3 210
m[o S
27210 3 =3lo
1 -3 210
R.—3R>,—R 1 _10
STREI00 olo
1 0 —1]0
R,+3R,—>R 1 —110}.
R [0 olo

So a; is a free variable and:
a,l - a,3 = O = al == a3
a,z - a3 = 0 = az == a3.

If we let a; = a, thenthe solutionsare: < a,a,a >=a <1,1,1 >; a € R

So the eigenspace of AforA; =0 ={veV|lv=a < 111>, a€ R}
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2—1 -3 1
1 -3 2—-1
1 -3 1
A-A1=11 -3 1.
1 -3 1
1 -3 1
Now find the Null Spaceof |1 —3 1}|.
1 -3 1

1 -3 114 0
So we must find all vectors v =< a,,a,, a3 >suchthat|1 -3 1|[|42|=|0].
1 -3 11143 0

1 -3 1|0 1 —3 1]0]
[1 -3 10‘m1—3 110
1 =3 1lof™ " lo o0 olo
1 —3 1|07

RzTr’Rz)O 0 0]0].

0 0 olo.

So a, and a3 are free variables and:
a,—3a,+a3;=0;, or a; =3a,—as.

So all of the solutions are given by:
v=<3a—p,ap >, wherea,f €ER,
or v=a<310>+p<-101>; wherea,fB €R.

So the eigenspace associated with the eigenvalue 1 is given by:

eigenspace={v e V|v=a < 3,1,0 >+ < —-1,0,1 >; a,B € R}.
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In this case it is easy to see that < 3,1,0 > and < —1,0,1 > are linearly
independent (to be dependent they would have to be multiples of
eachother). And since the eigenspace is just the

span{< 3,1,0 >, < —1,0,1 >}, < 3,1,0 > and < —1,0,1 > form a basis
for the eigenspace and thus the dimension of the eigenspace is 2.

So with respect to the basis B; = {< 1,1,1 >,< 3,1,0 >,< —1,0,1 >} the
linear transformation corresponding to A = [T]g has the form:

0 0 0
[T]31=[0 1 of
0 0 1

Notice that we arbitrarily decided how to number the eigenvalues. We
could have just as easily said that A; = A, = 1 and A; = 0. However, the
eigenspace associated with each eigenvalue does not change, but the order
of the basis vectors of P,(R) does. In this case we would say that
B, ={v; =<3,1,0 >, v, =< -1,0,1 >, v; =< 1,1,1 >} is the ordered
basis of eigenvectors (instead of {< 1,1,1 >,< 3,1,0 >, < —-1,0,1 >}) and
our matrix representation would become:

1 0 0

[T]B2 = [0 1 0].
0O 0 O



