Vector Spaces

Vectors in R?

A nonzero vector in R? can be represented by a directed line segment. So a
vector is something with a magnitude, how long the vector is, and a direction.

Ex. We can think of the vector v = < 2,3 > as a line segment starting at
(0, 0) (or any other point in the plane) and ending 2 units to the right and 3

units up.
2, 3)/‘

(4, 2)

(6,5)

0, 0)

The length of any vector v = < a,b > in R?is |v| = Va? + b2

Ex. Thelengthof v =< 2,3 > is:

lv| = /22 +32=v4+9 =+13

We can multiply any vector in R? by a real number «, called a scalar, by
v=<ab>
av=a<ab>=<aa,ab >

Ex. If v=<-3, 2>
3v=3<-3,2>=<-96>
—22v=—-2<-3,2>=<6,—4>

If we have 2 vectors:
V=< V,VUy >
w=<w,w, >
thenv +w =< v,0, > +<w,wy, >=<v; +W, VU +w, >,



Geometrically, v + w is the vector starting at (0,0) and ending at
(v +wy, v, +wy).

(1 + wy, v +wy)

v+w

(v1, v2)

fv=<a,b>then—v =< —a,—b >.
—v is the same length as v but points in the opposite direction.

Thusv + (—v) =< 0,0 >, the
zero vector

If w is any vector in R? thenw+ < 0,0 > = w.



Vector Space Axioms

Def. Let V be a set (like all vectors in R?) on which the operations of addition
and scalar multiplication (i.e. multiplying by a real number) are defined. By this
we meanifv,w € Vthenv+ w €V and av € V where a is any real number.
The set I/ together with the operations of addition and scalar multiplication, is
said to form a Vector Space if the following axioms hold:

Al. v+ w= w+ vforallv,w €V
AR v+ w+u=v+ W+ wforallu,v,w €V
A3. There exists an element 0 in V suchthatv 4+ 0 = vforeveryv eV, (0is
the zero element)
A4. For each v € V there exists an element —v € I such that
v+ (—v) =0
A5 1-v=vforallveV
A6. (af)v = a(Bv)foranyscalarsa, B € R andanyv €V
A7. a(v+w) = av + aw for each scalar« € R andanyv,w € V
A8.(a + B)v = av + Bvforanyscalarsofa,f € Randanyv € V.

(0)]

The elements of R are called scalars.
The elements of IV are called vectors.

Ex. R?is a vector space with (the standard)
<v1,v2> +<W1,W2>=<171+W1,’U2+W2> and
a < V1, V> > =< av.,av, >,

To prove this we need to show R? is closed under addition and scalar
multiplication and verify the 8 axioms.

Letv =< v,v, >, w=<wq,Ww, >, u=< Uq,U, > beanyvectorsin
R? and a, 8 €R.

R? is closed under addition because if v,w € R?, then:

<v,V >+ < w,w, >=<1; +wy, U, +w, >E RZ

R? is closed under scalar multiplication because if v € R?, then:
a <v,v,> =<av,, av, >€ R? foranya € R.



Al. <U1,U2>+<W1,W2>=<U1+W1,v2+ W2>
=< Wq +U1,W2 +U2 >
:<W1,W2 > +< V1, Vo >

A2, (S vy,v, > < w,w, >)+H< Uy, u, >
=<Vt W,V +w, > +< U, uy >
=<v+wt+uUu,v, +w, +u, >
=< Vv,V > +<wy +u,wy, +u, >
=< v,0, > +H< wy,wy, > +<uqg,u, >)

A3. 0=<0,0> <v,v,>+<0,0>=<v,,v, >
Ad. —< vl,U2>=<_v1,_v2>

SO <U1,‘U2>+< —Ul,—U2>=<O,O>
A5. 1'<U1,172>=<1121,1172>=< 171,1]2>

A6. (af) <vy,v, >=<aBfvy,afv, >= a(< Bv, L v, >)
a(f <vy,v, >)

A7. a(Kv,v, > +<w,w, >) = a<v+w,v, +w, >
<a(vy+wy),a(vy, +wy) >
=< avy + awq, av, + aw, >
=< avq,avy, > +< awq, aw, >
=a<UVU,Vy > Fa < w,wy, >

A8. (a+pB)<v,v,>=<(a+B)v,(a+ Bv, >
=< av; + fvy, av, + fv, >
=< avy,av, > + < fv, v, >
=a < v,V >+ <vy,v, >

So R? is a vector space with this addition and scalar multiplication.



Ex.V = {<a,b>€ R?la=0,b > 0}is NOT a vector space with the standard
addition and scalar multiplication.

To prove something is not a vector space we just need to show that either the
set in question is not closed under addition or scalar multiplication, or one of the
8 axioms doesn’t hold.

The first thing to check is whether

v+ w €V whenever vyw €V,andav € V forallv € Vand a € R.

In this case, v+ w € V whenever v,w €V, since:
<ab>+<cd>=<a+c,b+d> andifa,b,c,d = 0soare
a+candb + d.

However, av & V forallv € V and alla € R. For example, ifa = —1 and
v=<12>€Vthen av=<-1,-2>¢ V.

Ex. R™isavector space withv =< v,,v,...,0, >, Ww =< w;, Wy ..., W, >
andv+ w=<v; +wy, UV +wy, -, v, + W, >and

av = a < Vq,Vy ...,V >= < AV, AV, ..., AV, >.
The proof is exactly the same as the proof for R? (we just have n components
to our vectors instead of 2).

A real m X n matrix (m rows, n colums) is an array of the form

a1 0 Qan

A= : ' :
Am1 " Amn

whereg;; €R fori=1,..,n; j=1,..,m

2 -1
Ex. A= g g isa 4 X 3 matrix. The third row is —3,2,1 and the
3

4

3
2
1
5
second column is —1,5,2,3.



Ex. The usual addition and scalar multiplication for matrices works as follows:
[2 -1 3] n —1 -2 5] 1 -3 8]
0 3 2 3 -1 1. 13 2 3

4 —1 —2 5] _ —4 -8 20
L 3 -1 1 (12 —4 41T
If m = n we say that A is a square matrix.

Ex. Show the setV = M,,,,(R) = all m X n matrices with real entries with
the usual matrix addition and scalar multiplicaiton is a vector space.

First we show that V is closed under addition and scalar multiplication.
If A,B € V then A + B is also an m X n matrix with real entries,so A+ B € V.

If A € Vthen,a € R, is also an m X n matrix with real entries, soad € V.

Al. A+ B= B+ Aforall A,B €V (matrix addition is commutative)

A2. (A+ B)+C= A+ (B+C)forall 4, B,C €V (matrix addition is
associative)

A3. 0 =the zero matrix (zeros in all entries),so A+ 0 = AforallA €V
A4. ForeachA € V,—A = (—1)A has the propertythat A+ (—A) = O

A5. 1-A = Aforall A € V (property of scalar multiplication of matrices).

A6. (af)A = a(BA)forallA €V,a,f € R (property of scalar multiplication
of matrices)

A7. a(A+B)= aA+ aBforallA,B €V and a € R (distributive property
of scalar multiplication of matrices)

A8. (¢ +p)A= aA+ BAforall A€V anda,p € R (another distributive
property of scalar multiplication of matrices).

So M,,,«, is a vector space.



Ex.

Let V = P,(R) = {all polynomials of degree < 2, real coefficients}.
V is a vector space with p(x) = a, + a;x + a,x?
and q(x) = by + b;x + b,x? any element of V/,

p(x) + q(x) = (ag + bo) + (ar + bx + (a; + by)x*
and ap(x) = aay + aa;x + aa,x?.

P,(R) is closed under addition because:
p(x) + q(x) = (ag + by) + (a; + by)x + (a; + by)x* € P,(R)

P,(R) is closed under scalar multiplication because:
ap(x) = aay + aa;x + aa,x? € P,(R) foranya € R.

Al

A

N

A3.

A4.

AS.

Ul

A6.

A7.

. p(x) + q(x) = (ag + by) + (ay + b)x + (a, + by)x?
= by + byix + b,x* + ag + a;x + a,x* = q(x) + p(x)

(P +q(0) + r(x)
= (ag + ayx + a,x? + by + byx + b,x?) + ¢4 + ¢y x + cyx2
= (ap + a;x + a,x?) + (by + byx + byx? + ¢y + c1x + cx2)
=p(x) + (q(x) + r(x))

O = the zero polynomial i.e. ay, a4, a, areall 0
q(x) + 0= by + byx + byx? + 0 = by + byx + b,x? = q(x)

—p(x) = —ay —a;x — a,x? so:
p(x) + (—p(x)) = (ag + ayx + a,x?) + (—ay —a;x — a,x?) =0

1-p(x) = 1(ay + a;x + ayx?) = ag + a;x + a,x? = p(x)

(af)p(x) = aflay + a;x + azxz) =a(Bay + Bayx + Bayx?)
= a(Bp(x))

a(p(x) + q(x)) = a ((ag + by) + (a; + bx + (ap + by)x?)
= (aay + aby) + (aa, + aby)x + (aa,+ ab,)x?
= (aay + aa,x + aa,x*) + (aby + ab,x + ab,x?)
= ap(x) + aq(x)



A8. (a+ Bp(x) = (a+p)(ag+ ax + a,x?)
= (aap+ Bay) + (@a+ Ba)x + (aay+ Bay)x* = ap(x) + Bp(x).

So V' is a vector space.

In fact, B, (R), polynomials with real coefficients of degree < n, n a positive
integer, forms a vector space.

Ex. Let V = {polynomials with real coef ficients| f(0) = 0}.
Show that V' is a vector space with the usual addition and scalar
multiplication (as in the previous example).

First show that V' is closed under addition.

If f(x),g(x) € Vthen f(0)=g(0)=0.

Then h(x) = f(x) + g(x) has h(0) = f(0) + g(0) = 0.

Since the sum of two polynomials is also a polynomial, h(x) € V.

Now show that V is closed under scalar multiplication.

If f(x) € Vandc € Rthenlet h(x) = cf (x).

h(0) = xf(0) = 0 and the product of a real number and a polynomial is again
a polynomial. Thus h(x) € V.

So V is closed under addition and scalar multiplication.

f(x) = 0 € V is the additive identity and since f(0) = 0and f(x) isa
polynomial with real coefficients.

If f(x) € V, then the additive inverse, —f(x) € V, since —f(0) = 0 and —1
times a polynomial is again a polynomial and f(x) + (—f(x)) = 0.

I satisfies axioms 1 — 8 as in the previous example, so V is a vector space.



Let I = {functions from R to R}. So the “vectors” in J are functions from R
toR (e.g., f(x) = x2, g(x) = cosx, etc.).

Vector addition is just the usual addition of functions. For example,
f(x)=x%2—-3x, g(x) =2x*+1arein3. f(x) +g(x) =3x% —3x+ 1.

Scalar multiplication is defined as the usual multiplication of a constant times a
function. For example, f(x) =x?—3x €3, 4€R, 4f(x)) = 4x? — 12x.

Ex. Show that 3 = {functions from R to R} with the usual addition and
scalar multiplication is a vector space.

J is closed under addition since if f(x), g(x) € Jthen f(x) + g(x) €3
because the sum of two functions from R to R is again a function from R to R.

J is closed under scalar multiplication because a constant multiple of a
function from R to R is a function from R to R.

The zero vector in 5 is the function f(x) = 0.
If f(x) € T then its additive inverse —f(x) € 3.

Since axioms 1-8 are satisfied by real numbers they are also satisfied by J with
the usual addition and scalar multiplication of functions.

Thus J is a vector space.



10

Ex. LetV = {polynomials with real coef ficients| f(0) = 1} with the usual
addition and scalar multiplication for functions. Show that V is not a vector
space.

Notice that V is not closed under addition or scalar multiplication since if
f(x),g(x) € Vthenh(x) = f(x) + g(x) & V since
h(0)=f(0)+g(0)=1+1=2.

h(x) = 3(f(x)) then R(0) = 3(f(0)) = 3.

In addition, there is no additive identity (i.e. a zero vector) since if g(x) is the O
vector then f(x) + g(x) = f(x). Butthen g(0) = 0. Thus g(x) ¢ V.

There is no additive inverse as well. If f(x) € V and g(x) is the additive
inverse of f(x), then f(x) + g(x) = 0. Butthen g(x) = —f(x) and
g(0) = —f(0) = —1. Thus g(x) ¢ V.

Ex. Let V = R? and define vector addition by
<aq,a; >+<by,b,>=<a;—by, a, +by, >
and scalar multiplication by ¢ < a4,a, >=< ca,, ca, >. Show thatVis
not a vector space.

It’s straightforward to see that V is closed under addition and scalar
multiplication. However, several of the axioms of vector spaces don’t hold.

Axiom1l: v+w=w+ v.

If weletv =<ay,a, >, w=<by,b, > then
v+w=<a —by, a,+b, >
w+v=<b; —ay a,+ b, >

and a, —b; # b, —a, foralla;,b; ER% Sov+w # w + v.
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Axiom2: (W+w)+z=v+ W+ 2).
Ifweletv =<aq,a, >, w=<by,b, >, z=<d{d,> then
v+w)+z=<a,—by, a,+b, >+<d;,d, >
=<a,—by—dy, a,+b, +d, >

v+WwW+2z)=<ay,a,>+<b; —dy, b +d, >
=<a; —(by —dy), ay + (b, +d3) >
=<a, —b;+dy,a,+b,+d, >
So(v+w)+z+v+(Ww+2).

Axiom 8: Ifa,b € Rand v € V then (a + b)v = av + bv.

If we let v =< aq,a, > then
(a+b)v=(a+b)<aya,>=<(a+b)a,,(a+b)a, >

av+bv=a<a,a,>+b<aya, >
=< aaq,aa, > +< bay, ba, >
=< aa, — bay,aa, + ba, >
=< (a—b)ay,(a + b)a, >
So(a+ b)v # av + bv.

It is possible to have a nonstandard definition of vector addition and scalar

multiplication on V = R? for which V is a vector space. One example is:
Ifv=<ay,a, >, w=<by, b, >then
v+w=<a,+b;—1,a,+b,> and cv=<ca;—c+1,ca, >

However, notice that in this case the zero vectoris < 1,0 > not < 0,0 > and
the additive inverse of < a,a, >is< 2 —a;,—a, >not< —a,,—a, >.



Theorem (cancellation law for vector addition): If v,w, and z are vectors in a
vectorspaceVandv+z =w + zthenv = w.

Proof: There exists a vector u € V such that z + u = 0. Thus

v=v+0
=v+(z+u)
=w+2z)+u
=w+2z)+u
=w+ (z+u)
=w+0
= w.

Corollary: The zero vector is unique.

Proof: Suppose v and w are both zero vectors. Then

Z+v=2z
Z+w=2z
Thus: Zz+v=z+w.

By the cancellation law: v =w.

Corollary: If v € V then its additive inverse is unique.

Proof: Suppose wy, w, are both additive inverses of v € I/, then

U+W1=O
U+W2=0.
Thus: v+w, =V + ws.

By the cancellation law:  w; = w,.
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Ex. Show V = {< a,3 >€ R?| a € R} with:
<ab>4+<c,d>=<a+c,b+d>anda<ab>=<aa,ab >
is not a vector space.

First check if V is closed under addition and scalar multiplication.
v,welvl, vV =<v,3>, w=<w,3>
v+w=<v;+w,6>&V
So V is not closed under addition.

Also if a = 3, for example,
av =3 <v,,3>=<3v,,9>¢V

So V is not closed under scalar multiplication either.

Ex. LetV = {(x,y) € R?| y = 3x}. Show that V is a vector space with the
usual vector addition and scalar multiplication.

V' is closed under addition since if v,w € V then for some x;,x, € R
v =<Xx,3x; >
w =< X,,3x, > and
v+w=<x4,3x; > +< xy,3x, >=<x; +x,,3(x; +x,) SEV.

V is closed under scalar multiplication since if v € V and ¢ € R then
v =< Xxq,3x; >
cv =c<Xxq,3x1 >
=< cxq,3cx; >EV.

The zerovectorinVis: < 0,0 >=<0,3(0) >€V.
I contains all additive inverses since if v € IV and v =< x¢, 3x; > then
w =< —xq,3(—x;) >€ V is its additive inverse since:
v+w=<x,3x; > +< —x1,3(—x1) >
=< 0,0 >.

It’s straightforward to check that the other axioms hold.
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Ex. Show that V = {(x,y) € R?| y = 3x + 1} is not a vector space under the
usual vector addition and scalar multiplication.

V' is not closed under addition sinceif v,w € Vand v =< x;,3x; +1 >
w =< x5,3x, + 1 >then

v+w=<x1,3x;+1>+<x,5,3x, +1>.
=< x1 -I-XZ, 3(961 +x2) +2 >e V

V is also not closed under scalar multiplication sinceif c € R, ¢ # 1 then
cv =<cxq,c(3x;+1) >
=< ¢cxq,3(cxy) + ¢ >#< cxq,3(cx)) +1 >
So cv &V.

The zero vectoris notin V. If wis the zero vectorthenw +v = v forallv € V.
But by usual vector addition that means w =< 0,0 >.
However, < 0,0 >€ V since < 0,0,>#< 0,3(0) + 1 >=< 0,1 >.

Additive inverses are not in V.

If v € V then w is an additive inverseof vifv +w =< 0,0 >
Thusif v=<x;,3x;+1>,

then w=<—x,3(—x) —1>=<—x,-3x;,—1>
since <x4,3x; +1>+< —x;,—3x; —1>=<0,0 >.

But < —x4,—3x;,—1>¢V.
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Ex. LetV = {2x2 matrices, A,where det(4) = 0}
Let the addition and scalar multiplication be the usual matrix operations.
Show V is not a vector space.

We know V is closed under scalar multiplication because
det(ad) = a?det (4), since A is 2x2, and det(4) = 0,
a? det(4) = 0.

However, det(4 + B) is not necessarily 0, if det(4) and det(B) = 0.

LetA=((1) 8); B=(8 (1’)

chA)=O¢mdB)=0buumdA+Jﬂ::da(

So V is not closed under addition.

1 0

. 1)=1¢0.



